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Abstract

This paper investigates the bounded input bounded output (BIBO) stability in a
class of control system of nonlinear differential equations with time-delay. The proofs
are based on our studies on the boundedness of the solutions of a general class of
nonlinear Volterra integral equations.
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1 Introduction

Differential and integral equations with time delays appear frequently as mathematical mod-
els in natural sciences, economics and engineering, and they are used to describe propagation
and transport phenomena (see, e.g., [1, 6, 7, 8, 9, 11, 15, 17, 22]). In control engineering the
time delay appears in the control naturally, since time is needed to sense information and
to react to it. The first control applications using time delays go back to the 30s [4, 5], and
since that it is an extensively studied field (see, e.g., [6, 7, 23, 25, 29]).

Stability of a differential equation is a central question in engineering applications, es-
pecially in control theory. Many different concepts of stability has been investigated in
the literature, e.g., stability of an equilibrium of the system, orbital stability of the sys-
tem output trajectory, or structural stability of the system. Because of its simplicity and
weakness, the notion of bounded-input bounded-output (BIBO) stability was extensively
studied and used in control theory for different classes of dynamical systems (see, e.g.,
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[2, 10, 16, 18, 19, 20, 26, 27, 28]). We say that a control system is BIBO stable, if any
bounded input produces a bounded output. It is known (see, e.g., [2]) that a linear control
system ẋ = Ax + Bu is BIBO stable, if the trivial solution of ẋ = Ax is asymptotically
stable, i.e., all eigenvalues of A have negative real parts.

Using a novel approach, in this paper we study the BIBO stability of a feedback control
system with time delays. First we rewrite the control system as a Volterra integral equation,
then, motivated by the results obtained for discrete Volterra systems [12], we formulate
sufficient conditions for the boundedness of nonlinear Volterra integral equations, and finally
we apply our general results to obtain BIBO stability of the control system. Also we introduce
a new notion of BIBO stability, which we call local BIBO stability.

The rest of the article is organized as follows. In Section 2 we give the system description,
some notations and definitions which are used throughout the paper. In Section 3 we state
our main results. In Section 4 we give sufficient conditions for the boundedness of the
solution of Volterra integral equations. In Section 5 some special estimates are studied. In
Section 6 we give the proofs of our main results.

2 System description and preliminaries

Throughout this paper R, R+, R
n and R

n×n denote the set of real numbers, nonnegative
real numbers, n-dimensional real column vectors and n × n-dimensional real matrices, re-
spectively. The maximum norm on R

n is denoted by ‖ · ‖, i.e., ‖x‖ := max1≤i≤n |xi|, where
x = (x1, . . . , xn)T . The matrix norm on R

n×n generated by the maximum vector norm will
be denoted by ‖ · ‖, as well. Ln

∞ will denote the set of bounded functions r : R+ → R
n×n

with norm ‖r‖∞ := supt≥0 ‖r(t)‖. C(X,Y ) denotes the set of continuous functions mapping
from X to Y .

In this paper we consider the nonlinear control system

ẋ(t) = g(t, x(t − σ(t))) + u(t), t ≥ 0, (2.1)

where x(t), u(t) are the state vector, control input, respectively, σ(t) ≥ 0 is a continuous
function and g : R+ × R

n → R
n satisfies

‖g(s, x̃)‖ ≤ b(s)φ (‖x̃‖) , s ∈ R+, x̃ ∈ R
n, (2.2)

where b(s) > 0 is a continuous function, φ : R+ → R+ is a monotone nondecreasing mapping.
Throughout the paper, we assume that the output of the system is the whole state x(t), so
we use the state in the feedback control.

We assume that the uncontrolled system, i.e., (2.1) with u ≡ 0 has unbounded solutions.
Our goal is to find a control law of the form

u(t) = −Dx(t − τ) + r(t) (2.3)
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which guarantees that the closed-loop system
{

ẋ(t) = g(t, x(t − σ(t))) − Dx(t − τ) + r(t), t > 0,
x(t) = ψ(t), −t0 ≤ t ≤ 0

(2.4)

is BIBO stable. We suppose that the feedback gain in (2.3) is a positive diagonal matrix,
i.e.,

D = diag(d1, . . . , dn), di > 0, i = 1, . . . , n.

r ∈ Ln
∞ is the reference input, t0 := max

{

τ,− inf
t≥0

{t − σ(t)}

}

, ψ is a continuous vector-

valued initial function and ‖ψ‖t0 := max−t0≤t≤0 ‖ψ(t)‖.
In applications the time delay τ in the control (2.3) appears naturally, since time is

needed to sense information and react to it. Using diagonal feedback (2.3) is the simplest
possible control law, and in Theorem 3.1 and 3.3 we give sufficient conditions on how to
select the feedback gain and the time delay τ to guarantee the boundedness of the solutions.

Based on the definition of BIBO stability in [24], we introduce the next definition.

Definition 2.1. The control system (2.4) with reference input r : R+ → R
n is BIBO stable

if there exist positive constants γ1 and γ2 = γ2(‖ψ‖t0) satisfying

‖x(t)‖ ≤ γ1‖r‖∞ + γ2, t ≥ 0

for every reference input r ∈ Ln
∞.

In Theorem 3.3 below we need a weaker version of BIBO stability. Next we introduce
this new notion, which we call local BIBO stability.

Definition 2.2. The control system (2.4) with reference input r : R+ → R
n is locally BIBO

stable if there exist positive constants δ1, δ2 and γ satisfying

‖x(t)‖ ≤ γ, t ≥ 0

provided that ‖ψ‖t0 < δ1 and ‖r‖∞ < δ2.

Our approach is the following. We associate the linear system

ż(t) = −Dz(t − τ), t ≥ 0 (2.5)

with the constant delay τ and the initial condition

z(t) = ψ(t), −τ ≤ t ≤ 0 (2.6)

to (2.4). Then the state equation (2.4) can be considered as the nonlinear perturbation of
(2.5), so the variation of constants formula [14] yields

x(t) = z(t) +

∫ t

0

W (t − s) [g(s, x(s − σ(s))) + r(s)] ds, t ≥ 0. (2.7)
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Here z(t) is the solution of (2.5)-(2.6) and W (t) is the fundamental solution of (2.5) i.e. the
solution of initial value problem

Ẇ (t) = −DW (t − τ), t ≥ 0,

W (t) =

{

0, −τ ≤ t < 0,
I, t = 0,

where I is the identity matrix and 0 is the zero matrix. Since D is a diagonal matrix, it is
easy to see that W (t) is diagonal matrix too, and W (t) = diag(w1(t), . . . , wn(t)), where for
i = 1, . . . , n

ẇi(t) = −diwi(t − τ), t ≥ 0,

wi(t) =

{

0, −τ ≤ t < 0,
1, t = 0.

(2.8)

We can rewrite the equation (2.7) as a Volterra integral equation

x(t) =

∫ t

0

f(t, s, x(·))ds + h(t), t ≥ 0, (2.9)

where

h(t) := z(t) +

∫ t

0

W (t − s)r(s)ds, (2.10)

and
f(t, s, x(·)) := W (t − s)g(s, x(s − σ(s))). (2.11)

In Section 4 we will study the boundedness of the solutions of nonlinear Volterra integral
equations, and apply our results for the boundedness of (2.4).

3 Main results

Our main goal in this section is to formulate sufficient conditions which grantee BIBO sta-
bility of the control system (2.4).

Our first result is given for the case when g in (2.1) has a sub-linear estimate, i.e., when
φ(t) = tp, with 0 < p < 1 in (2.2).

Theorem 3.1. Let g : R+ × R
n → R

n be a continuous function which satisfies inequality
(2.2) with φ(t) = tp, 0 < p < 1, t ≥ 0. The feedback control system (2.4) is BIBO stable if

‖b‖∞ := sup
t≥0

b(t) < ∞, 0 < di <
π

2τ
, t ≥ 0, i = 1, . . . , n (3.1)

hold.
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The following theorem gives a sufficient condition for the BIBO stability in the case of a
linear estimate.

Theorem 3.2. Let g : R+ × R
n → R

n be a continuous function which satisfies inequality
(2.2) with φ(t) = t, t ≥ 0. The feedback control system (2.4) is BIBO stable if

‖b‖∞ < di ≤
1

eτ
, t ≥ 0, i = 1, . . . , n (3.2)

holds.

In the super-linear case, when φ(t) = tp, p > 1 in (2.2), we show that the control system
(2.4) is locally BIBO stable.

Theorem 3.3. Let g : R+ × R
n → R

n be a continuous function which satisfies inequality
(2.2) with φ(t) = tp, p > 1, t ≥ 0. Then the solution x of the feedback control system (2.4)
is locally BIBO stable if (3.2) holds.

The proofs of the main results are given in Section 6.

4 Volterra integral equation

In this section we obtain sufficient conditions for the boundedness of the solutions of nonlinear
Volterra integral equations.

We consider the nonlinear Volterra integral equation

x(t) =

∫ t

0

f(t, s, x(·))ds + h(t), t ≥ 0, (4.1)

with initial condition
x(t) = ψ(t), t ∈ [−t̃0, 0], (4.2)

where t̃0 ≥ 0 is fixed, and the following conditions are satisfied.

(A1) The function f : R+ × R+ × C
(

[−t̃0,∞), Rn
)

→ R
n is a Volterra-type functional,

i.e., f is continuous and f(t, s, x(·)) = f(t, s, y(·)) for all 0 ≤ s ≤ t and x, y ∈
C

(

[−t̃0,∞), Rn
)

if x(µ̃) = y(µ̃), −t̃0 ≤ µ̃ ≤ s.

(A2) For any 0 ≤ s ≤ t and x ∈ C
(

[−t̃0,∞), Rn
)

,

|fi(t, s, x(·))| ≤ ki(t, s)φ( max
−t̃0≤θ≤s

||x(θ)||), i = 1, . . . , n

holds, where f(t) = (f1(t), . . . , fn(t))T . Here ki : {(t, s) : 0 ≤ s ≤ t} → R+, i =
1, . . . , n is continuous, and φ : R+ → R+ is a monotone nondecreasing mapping such
that φ(ṽ) > 0, ṽ > 0, and φ(0) = 0.
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(A3) h : R+ → R
n is continuous and h(t) = (h1(t), . . . , hn(t))T , t ≥ 0.

(A4) ψ ∈ C
(

[−t̃0, 0], Rn
)

.

The next definitions will be useful in the proofs of our results on Volterra integral equa-
tions.

Definition 4.1. Let the functions φ and ki be defined by assumption (A2). We say that
the nonnegative constant µ has property (PT ) with T ≥ 0 if there is v ≥ µ, such that

φ(µ)

∫ T

0

ki(t, s)ds + φ(v)

∫ t

T

ki(t, s)ds + |hi(t)| < v, t ≥ T, i = 1, . . . , n (4.3)

holds.

Definition 4.2. We say that initial function ψ ∈ C
(

[−t̃0, 0], Rn
)

belongs to the set S if
there exists T ≥ 0 such that

µT := max
−t̃0≤t≤T

‖x(t)‖

has property (PT ), where x : [−t̃0,∞) → R
n is the solution of (4.1)-(4.2).

Remark 4.3. If there exist a T ≥ 0 and two positive constants µT and v such that (4.3)
holds, then

IT : = max
1≤i≤n

sup
t≥T

∫ T

0

ki(t, s)ds < ∞, (4.4)

JT : = max
1≤i≤n

sup
t≥T

∫ t

T

ki(t, s)ds < ∞, (4.5)

HT : = max
1≤i≤n

sup
t≥T

|hi(t)| < ∞. (4.6)

Conditions (4.4) and (4.5) are equivalent to

J0 := max
1≤i≤n

sup
t≥0

∫ t

0

ki(t, s)ds < ∞, (4.7)

and if T = 0 condition (4.6) becomes

H0 := max
1≤i≤n

sup
t≥0

|hi(t)| < ∞. (4.8)

The following result gives a sufficient condition for the boundedness of the solution of
(4.1).

Theorem 4.4. Let (A1)-(A4) be satisfied and the initial function ψ belongs to the set S.
Then the solution x of (4.1)-(4.2) is bounded.
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Proof. Since the initial function ψ belongs to the set S, by Definition 4.2 there exists T ≥ 0
such that µT := max−t̃0≤t≤T ‖x(t)‖ has property (PT ), where x is the solution of (4.1)-(4.2).
From (4.1) we get

x(t) =

∫ T

0

f(t, s, x(·))ds +

∫ t

T

f(t, s, x(·))ds + h(t), t ≥ T.

Hence (A2) yields for i = 1, . . . , n

|xi(t)| ≤

∫ T

0

|fi(t, s, x(·))|ds +

∫ t

T

|fi(t, s, x(·))|ds + |hi(t)|

≤

∫ T

0

ki(t, s)φ( max
−t̃0≤µ̃≤T

‖x(µ̃)‖)ds +

∫ t

T

ki(t, s)φ( max
−t̃0≤µ̃≤s

‖x(µ̃)‖)ds + |hi(t)|

≤ φ(µT )

∫ T

0

ki(t, s)ds +

∫ t

T

ki(t, s)φ( max
−t̃0≤µ̃≤s

‖x(µ̃)‖)ds + |hi(t)|, t ≥ T. (4.9)

Let v ≥ µT be such that (4.3) holds with µ = µT . Then, in particular,

φ(µT )

∫ T

0

ki(T, s)ds + |hi(T )| < v, i = 1, . . . , n,

so (4.9) with t = T implies |xi(T )| < v for all i = 1, . . . , n, hence ‖x(T )‖ < v.
Now we show that ‖x(t)‖ is bounded for all t > T . For sake of contradiction, assume

that ‖x(t)‖ is an unbounded function. Since it is continuous and ‖x(T )‖ < v, there exists
t1 > T such that ‖x(t1)‖ > v. Let t̄ := inf{t > T : ‖x(t)‖ > v}. Then the continuity
of x and µT ≤ v implies max−t̃0≤µ̃≤t̄ ‖x(µ̃)‖ = ‖x(t̄)‖ = v. Therefore there exists i such
that |xi(t̄)| = v. Then from (4.9) with t = t̄, the monotonicity of φ and using that µT has
property (PT ), we obtain

v = |xi(t̄)| ≤ φ(µT )

∫ T

0

ki(t̄, s)ds +

∫ t̄

T

ki(t̄, s)φ( max
−t̃0≤µ̃≤s

‖x(µ̃)‖)ds + |hi(t̄)|

≤ φ(µT )

∫ T

0

ki(t̄, s)ds + φ(v)

∫ t̄

T

ki(t̄, s)ds + |hi(t̄)| < v,

which is a contradiction. So the solution x of (4.1) is bounded by v.

5 Some special estimates

In this section, we give some applications of our Theorem 4.4. Throughout this section we
assume that the nonlinear function f in (4.1) can be estimated by the function φ(t) = tp,
t > 0 with p > 0 in (A2). There are three cases:

1. Sub-linear estimate 0 < p < 1;

2. Linear estimate p = 1;

3. Super-linear estimate p > 1.
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5.1 Sub-linear estimate

Our aim in this subsection is to establish a sufficient, as well as a necessary and sufficient
condition for the boundedness of all solutions of (4.1) and for the scalar case of (4.1), re-
spectively.

The next result provides a sufficient condition for the boundedness of the solutions of
(4.1) in the sub-linear case.

Theorem 5.1. Let (A1)-(A4) be satisfied and φ(t) = tp, t ≥ 0, with a fixed p ∈ (0, 1). If
(4.7) and (4.8) hold, then all solutions of (4.1) are bounded.

Proof. It follows from (4.7) and (4.8) that J0 < ∞ and H0 < ∞. Let ψ ∈ C
(

[−t̃0, 0], Rn
)

,
and x be the corresponding solution of (4.1)-(4.2). For µ0 := max−t̃0≤t≤0 ‖ψ(t)‖, there exists
v ≥ µ0 large enough such that

vp−1J0 +
1

v
H0 < 1. (5.1)

Therefore
vpJ0 + H0 < v.

By the definitions of J0 and H0, we get

vP

∫ t

0

ki(t, s)ds + |hi(t)| ≤ vpJ0 + H0 < v t ≥ 0, i = 1, . . . , n.

Hence by Definition 4.1, we obtain µ0 has property (P0) with T = 0. Since (A1)-(A4)
are satisfied and µ0 has property (P0), then, by Theorem 4.4, the solution x of (4.1) is
bounded.

We consider the scalar Volterra integral equation

x(t) =

∫ t

0

k(t, s)xp(s − τ(s))ds + h(t), t ≥ 0, (5.2)

with initial condition
x(t) = ψ(t), t ∈ [−t̃0, 0], (5.3)

where

(B) k : {(t, s) : 0 ≤ s ≤ t} → R+ and h : R+ → R+ are continuous, 0 < p < 1,
τ ∈ C (R+, R+), t̃0 := − inft≥0{t − τ(t)} > 0 is finite and ψ ∈ C

(

[−t̃0, 0], (0,∞)
)

.

The condition (B) implies that the solutions of (5.2)-(5.3) are positive.

The following result provides a necessary and sufficient condition for the boundedness of
the positive solutions of (5.2). The necessary part of the next theorem was motivated by a
similar result of Lipovan [21] proved for convolution-type integral equation.
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Theorem 5.2. Assume (B),

lim inf
t→∞

(∫ t

0

k(t, s)ds + h(t)

)

> 0, (5.4)

and
∫ t

0

k(t, s)ds + h(t) > 0, t ≥ 0. (5.5)

Then the solution of (5.2)-(5.3) is bounded for all ψ ∈ C
(

[−t̃0, 0], (0,∞)
)

, if and only if
(4.7) and (4.8) are satisfied.

Proof. Suppose (4.7) and (4.8) are satisfied. Clearly, by Theorem 5.1 the solution of (5.2)-
(5.3) is bounded for all ψ ∈ C

(

[−t̃0, 0], (0,∞)
)

.
Conversely, let the solution x of (5.2)-(5.3) be bounded on R+. First we prove that the

solution x > 0. Assume for the sake of contradiction that x(t) ≤ 0 for some t. Then there
exists λ > 0 such that x(t) > 0, t ∈ [0, λ) and x(λ) = 0. From (5.5) it follows that there
exists an ǫ > 0 such that

∫ λ−ǫ

0

k(λ, s)ds + h(λ) > 0.

From (5.2) with t = λ we have

0 = x(λ)

=

∫ λ

0

k(λ, s)xp(s − τ(s))ds + h(λ)

≥

∫ λ−ǫ

0

k(λ, s)xp(s − τ(s))ds + h(λ)

≥ min
−t̃0≤µ≤λ−ǫ

xp(µ)

∫ λ−ǫ

0

k(λ, s)ds + h(λ)

≥

(∫ λ−ǫ

0

k(λ, s)ds + h(λ)

)

min

(

min
−t̃0≤µ≤λ−ǫ

xp(µ), 1

)

> 0,

which is a contradiction.
Clearly, the positivity of x and (5.2) yield

x(t) ≥ h(t), for all t ≥ 0,

hence condition (4.8) is satisfied.
Next we prove (4.7). For any t ≥ T ∗ > 0 we get

x(t) ≥

∫ T ∗

0

k(t, s)xp(s − τ(s))ds ≥ min
−t̃0≤µ≤T ∗

xp(µ)

∫ T ∗

0

k(t, s)ds.
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Therefore the boundedness of x implies

sup
t≥0

∫ T ∗

0

k(t, s)ds < ∞. (5.6)

Define now
m := lim inf

t→∞
x(t),

which is finite. We show that m > 0. Assume for the sake of contradiction that m = 0. In
this case we can find a strictly increasing sequence (tn)n≥1, such that

x(tn) = inf
−t̃0≤t≤tn

x(t) > 0, and x(tn) → 0 as n → ∞.

From (5.2) with t = tn we obtain

x(tn) =

∫ tn

0

k(tn, s) xp(s − τ(s))ds + h(tn)

≥

∫ tn

0

k(tn, s) inf
−t̃0≤µ≤tn

xp(µ)ds + h(tn)

= xp(tn)

∫ tn

0

k(tn, s)ds + h(tn).

Since x(tn) > 0, we have

x1−p(tn) ≥

∫ tn

0

k(tn, s)ds +
h(tn)

xp(tn)
.

For n large enough such that 0 < xp(tn) ≤ 1, we get

x1−p(tn) ≥

∫ tn

0

k(tn, s)ds + h(tn).

Taking limit of the last inequality, we obtain

lim
n→∞

(∫ tn

0

k(tn, s)ds + h(tn)

)

= 0,

which contradicts to (5.4). So m > 0. Therefore there exists T ∗ ≥ 0 such that

x(t) ≥
1

2
m > 0, t ≥ T ∗.

Hence

x(t) =

∫ t

0

k(t, s)xp(s − τ(s))ds + h(t)

≥

∫ t

T ∗

k(t, s)xp(s − τ(s))ds

≥
1

2p
mp

∫ t

T ∗

k(t, s)ds, t ≥ T ∗.
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By the boundedness of the solution x we get

sup
t≥T ∗

∫ t

T ∗

k(t, s)ds < ∞.

This and (5.6) imply condition (4.7).

5.2 Linear estimate

Our aim in this subsection is to obtain a sufficient condition for the boundedness of the
solutions of a linear Volterra integral equation.

The following result gives a sufficient condition for the boundedness.

Theorem 5.3. Assume (A1)-(A4) are satisfied and φ(t) = t, t ≥ 0. Then all solutions of
(4.1) are bounded, if for some T ≥ 0 one of the following conditions hold:

(i) (4.4) and (4.6) hold, and

JT := max
1≤i≤n

sup
t≥T

∫ t

T

ki(t, s)ds < 1, i = 1, . . . , n. (5.7)

(ii) for all t ≥ T , i = 1, . . . , n,

JT := max
1≤i≤n

sup
t≥T

∫ t

T

ki(t, s)ds = 1,

∫ t

T

ki(t, s)ds < 1

sup
t≥T

(

1 −

∫ t

T

ki(t, s)ds

)−1 ∫ T

0

ki(t, s)ds < ∞, (5.8)

and

sup
t≥T

(

1 −

∫ t

T

ki(t, s)ds

)−1

|hi(t)| < ∞. (5.9)

Proof. Let ψ ∈ C
(

[−t̃0, 0], Rn
)

, and x be the solution of (4.1)-(4.2). We show that x is
bounded if (i) or (ii) holds. Let

µT := max
−t̃0≤t≤T

‖x(t)‖.

First we prove that µT has property (PT ) under condition (i). By (4.4) and (4.6) we have
IT < ∞ and HT < ∞. Therefore there exists v ≥ µT such that

(1 − JT )−1 (µT IT + HT ) < v,

so
µT IT + HT < (1 − JT )v.
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Hence for all t ≥ T , i = 1, . . . , n, we obtain

µT

∫ T

0

ki(t, s)ds + |hi(t)| ≤ µT IT + HT < (1 − JT )v ≤

(

1 −

∫ t

T

ki(t, s)ds

)

v,

therefore

µT

∫ T

0

ki(t, s)ds + v

∫ t

T

ki(t, s)ds + |hi(t)| < v, t ≥ T, i = 1, . . . , n.

Then µT has property (PT ), and hence, by Theorem 4.4, the solution x of (4.1) is bounded.
Next we prove that µT has property (PT ) if (ii) is satisfied. For all t ≥ T

(

1 −

∫ t

T

ki(t, s)ds

)−1

> 0, i = 1, . . . , n,

(5.8) and (5.9) imply

sup
t≥T

(

1 −

∫ t

T

ki(t, s)ds

)−1 {

µT

∫ T

0

ki(t, s)ds + |hi(t)|

}

< ∞.

Then there exists v ≥ µT large enough such that

(

1 −

∫ t

T

ki(t, s)ds

)−1 {

µT

∫ T

0

ki(t, s)ds + |hi(t)|

}

< v, t ≥ T,

which yields

µT

∫ T

0

ki(t, s)ds + v

∫ t

T

ki(t, s)ds + |hi(t)| < v, t ≥ T, i = 1, . . . , n.

Then µT has property (PT ), and hence, by Theorem 4.4, the solution x of (4.1) is bounded.

The next example illustrates the applicability of Theorem 5.3 in a case when condition
(ii) holds for a large enough T .

Example 5.4. We consider the scalar Volterra integral equation

x(t) =

∫ t

0

2

1 − 0.5e−2|t−ln 2|
e−2(t−s)x(s)ds + ce−2t, t ≥ 0.

Here h(t) = ce−2t, c ∈ R and k(t, s) = 2
1−0.5e−2|t−ln 2| e

−2(t−s), t̃0 = 0.
Clearly supt≥0 |h(t)| = |c| < ∞, and

∫ t

0

k(t, s)ds =

∫ t

0

2

1 − 0.5e−2|t−ln 2|
e−2(t−s)ds =

1

1 − 0.5e−2|t−ln 2|
(1 − e−2t),
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hence

lim
t→∞

∫ t

0

k(t, s)ds = 1.

Let T1 := ln 2, then

∫ T1

0

k(T1, s)ds =
1

(1 − 0.5)

(

1 − e−2 ln 2
)

=
3

2
> 1.

This means that

sup
t≥0

∫ t

0

k(t, s)ds = M > 1,

therefore conditions of Theorem 5.3 do not hold with T = 0.
If we take T := ln 5, then we obtain

∫ t

T

k(t, s)ds =
1 − 25e−2t

1 − 2e−2t
< 1, t ≥ T

and

sup
t≥T

∫ t

T

k(t, s)ds = 1.

Moreover

(

1 −

∫ t

T

k(t, s)ds

)−1 ∫ T

0

k(t, s)ds =
24e−2t(1 − 2e−2t)

23e−2t(1 − 2e−2t)
=

24

23
, t ≥ T,

and
(

1 −

∫ t

T

k(t, s)ds

)−1

|h(t)| =
(1 − 2e−2t)

23e−2t
|c|e−2t <

|c|

23
, t ≥ T.

Then condition (ii) in Theorem 5.3 is satisfied with this T , therefore x is bounded.
Here our result is applicable but the several results in the literature are not applicable

(see, e.g., Proposition 1.4.2 in [3]).

5.3 Super-linear estimate

Our aim in this subsection is to obtain a sufficient condition for the boundedness in the
super-linear case.

Theorem 5.5. Assume that conditions (A1)-(A4) are satisfied with φ(t) = tp, t > 0, where
p > 1, (4.7), (4.8) hold, J0 > 0 and let ‖ψ‖t̃0

:= max−t̃0≤t≤0 ‖ψ(t)‖. Then the solution x of
(4.1)-(4.2) is bounded if one of the following conditions is satisfied

(i) ‖ψ‖t̃0
≤

(

1
pJ0

) 1

p−1

and H0 < p−1
p

(

1
pJ0

) 1

p−1

;

13



(ii) H0 < ‖ψ‖t̃0
− J0

(

‖ψ‖t̃0

)p
.

Proof. Assume (4.7) and (4.8) are satisfied.

(i) Since ‖ψ‖t̃0
≤

(

1
pJ0

) 1

p−1

and

H0 <
p − 1

p

(

1

pJ0

) 1

p−1

=

(

1

pJ0

) 1

p−1

− J0

(

1

pJ0

)
p

p−1

,

then v :=
(

1
pJ0

) 1

p−1

satisfies inequality

H0 < v − J0v
p. (5.10)

(ii) Since H0 < ‖ψ‖t̃0
− J0

(

‖ψ‖t̃0

)p
, v = ‖ψ‖t̃0

satisfies inequality (5.10).

Hence in both cases the condition (4.3) is satisfied with T = 0, therefore µ0 := ‖ψ‖t̃0

has property (P0). Then the conditions of Theorem 4.4 hold, so the solution of (4.1) is
bounded.

6 The proof of the main results

In this section we give the proofs our main results (Theorems 3.1, 3.2 and 3.3) using our
results obtained for Volterra integral equations.

First we give the proof of Theorem 3.1 for the sub-linear case.

Proof of Theorem 3.1. First note that the feedback control system (2.4) is equivalent to the
Volterra integral equation (4.1), where h and f are defined by (2.10) and (2.11), respectively.
Clearly, (A1) is satisfied with t̃0 = t0.

By [14] and under our conditions, for i = 1, . . . , n, the solution zi of the initial value
problem

żi(t) = −dizi(t − τ), t ≥ 0 (6.1)

with initial condition
zi(t) = ψi(t), −τ ≤ t ≤ 0 (6.2)

satisfies the inequality
|zi(t)| ≤ M‖ψi‖τe

−αit, t ≥ −τ, (6.3)

where M and αi are positive constants. Hence every solution of (6.1) tends to zero as t → ∞,
and this implies that every solution of (2.5) tends to the zero vector as t → ∞, and

‖z‖∞ := sup
t≥0

‖z(t)‖ ≤ M‖ψ‖τ < ∞. (6.4)
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From (3.1) it follows (see, e.g., Proposition 2.1 in [13]) that the fundamental solution wi of
(6.1)-(6.2) satisfies

Ci :=

∫ ∞

0

|wi(t)|dt < ∞, i = 1, . . . , n, (6.5)

where Ci is positive constant.
From (2.7), for all i = 1, . . . , n, we have

xi(t) = zi(t) +

∫ t

0

wi(t − s)[gi(s, x(s − σ(s))) + ri(s)]ds, t ≥ 0, i = 1, . . . , n,

where x(t) = (x1(t), . . . , xn(t)), g(t, x) = (g1(t, x), . . . , gn(t, x)), r(t) = (r1(t), . . . , rn(t)) and
z(t) = (z1(t), . . . , zn(t)). Therefore (2.10) and (2.11) imply

fi(t, s, x(·)) = wi(t − s)gi(s, x(s − σ(s))) and hi(t) = zi(t) +

∫ t

0

wi(t − s)ri(s)ds.

Hence by (2.2)

|fi(t, s, x(·))| ≤ |wi(t − s)| |gi(s, x(s − σ(s)))| ≤ |wi(t − s)|b(s)φ

(

max
−t0≤µ≤s

‖x(µ)‖

)

,

so (A2) holds with ki(t, s) := |wi(t − s)|b(s), 0 ≤ s ≤ t.
By (3.1), (6.4), (6.5) and the definition of the infinity norm, we obtain

H0 := max
1≤i≤n

sup
t≥0

|hi(t)|

≤ max
1≤i≤n

sup
t≥0

|zi(t)| + max
1≤i≤n

sup
t≥0

∫ t

0

|wi(t − s)|‖r(s)‖ds

≤ max
1≤i≤n

sup
t≥0

‖zi(t)‖ + ‖r‖∞ max
1≤i≤n

∫ ∞

0

|wi(t)|dt (6.6)

= ‖z‖∞ + C‖r‖∞

≤ M‖ψ‖τ + C‖r‖∞

≤ M‖ψ‖t0 + C‖r‖∞, (6.7)

where C := maxi=1,...,n(Ci) and t0 := max

{

τ,− inf
t≥0

{t − σ(t)}

}

, therefore (4.8) holds.

By condition (3.1) we get

∫ t

0

ki(t, s)ds =

∫ t

0

|wi(t − s)|b(s)ds, t ≥ 0, i = 1, . . . , n.

Hence

J0 := max
1≤i≤n

sup
t≥0

∫ t

0

ki(t, s)ds ≤ ‖b‖∞ max
1≤i≤n

∫ ∞

0

|wi(t)|dt ≤ C‖b‖∞ < ∞, (6.8)
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i.e., (4.7) holds with T = 0. Then the conditions of Theorem 5.1 for 0 < p < 1 with T = 0
are satisfied, hence the solution x of (2.4) is bounded.

Now we show that the inequality (5.1) is satisfied with

v := max
(

3(M‖ψ‖t0 + C‖r‖∞), (3C‖b‖∞)
1

1−p

)

.

We have v > (2C‖b‖∞)
1

1−p , and so (6.8) yields

vp−1J0 <
J0

2C‖b‖∞
≤

1

2
.

Similarly, v > 2(M‖ψ‖t0 + C‖r‖∞) and (6.7) imply

1

v
H0 <

H0

2(M‖ψ‖t0 + C‖r‖∞)
≤

1

2
.

Therefore (5.1) is satisfied, hence by Theorem 5.1 we get

‖x(t)‖ < v = max
(

3(M‖ψ‖t0 + C‖r‖∞), (3C‖b‖∞)
1

1−p

)

, t ≥ 0.

So

‖x(t)‖ < 3C‖r‖∞ + max
(

3M‖ψ‖t0 , (3C‖b‖∞)
1

1−p

)

= γ1‖r‖∞ + γ2, t ≥ 0,

where γ1 := 3C and γ2 := max
(

3M‖ψ‖t0 , (3C‖b‖∞)
1

1−p

)

. Hence the feedback control system

(2.4) is BIBO stable.

The next Lemma will be useful in the proof of Theorem 3.2.

Lemma 6.1. Assume the conditions of Theorem 3.2 are satisfied. The inequalities

|hi(t)| + v

∫ t

0

ki(t, s)ds < v, t ≥ 0, i = 1, . . . , n (6.9)

are satisfied with

v := max





‖r‖∞

d0

(

1 − ‖b‖∞
d0

) +
‖z‖∞

1 − ‖b‖∞
d0

, 1



 ,

where d0 := min(d1, . . . , dn), W = diag(w1, . . . , wn) is the fundamental solution of (2.5), z

is the solution of the initial value problem (2.5)-(2.6), ‖z‖∞ := supt≥0 ‖z(t)‖ and ki(t, s) :=
wi(t − s)b(s), 0 ≤ s ≤ t.
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Proof. From (3.2) it follows (see, e.g., Theorem 3.1 in [13]) that the fundamental solution
wi of (6.1)-(6.2) is positive and

∫ ∞

0

wi(t)dt =
1

di

and

∫ t

0

wi(s)ds <
1

di

, i = 1, . . . , n, t ≥ 0. (6.10)

Hence

J0 := max
1≤i≤n

sup
t≥0

∫ t

0

ki(t, s)ds

= max
1≤i≤n

sup
t≥0

∫ t

0

wi(t − s)b(s)ds

≤ max
1≤i≤n

‖b‖∞

∫ ∞

0

wi(t)dt

=
‖b‖∞
d0

. (6.11)

By (3.2) and (6.11), we have for t ≥ 0, i = 1, . . . , n

v ≥
‖r‖∞

d0

(

1 − ‖b‖∞
d0

) +
‖z‖∞

1 − ‖b‖∞
d0

>
‖r‖∞

∫ t

0
diwi(t − s)ds

d0

(

1 −
∫ t

0
wi(t − s)b(s)ds

) +
‖z(t)‖

1 −
∫ t

0
wi(t − s)b(s)ds

≥

∫ t

0
wi(t − s)‖r(s)‖ds

1 −
∫ t

0
wi(t − s)b(s)ds

+
‖z(t)‖

1 −
∫ t

0
wi(t − s)b(s)ds

, t ≥ 0.

Therefore
(

1 −

∫ t

0

wi(t − s)b(s)ds

)

v >

∫ t

0

wi(t − s)‖r(s)‖ds + ‖z(t)‖, t ≥ 0, i = 1, . . . , n.

Hence

v >

∫ t

0

wi(t − s)‖r(s)‖ds + ‖z(t)‖ + v

∫ t

0

wi(t − s)b(s)ds

≥ |hi(t)| + v

∫ t

0

ki(t, s)ds, t ≥ 0, i = 1, . . . , n,

where ki(t, s) = wi(t − s)b(s) and h(t) = (h1(t), . . . , hn(t))T is defind by (2.10).
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Proof of Theorem 3.2. According to (6.6) and (6.10) and the positivity of wi, we have

H0 := max
1≤i≤n

sup
t≥0

|hi(t)| ≤ ‖z‖∞ +
‖r‖∞
d0

≤ M‖ψ‖t0 +
‖r‖∞
d0

< ∞, (6.12)

where d0 := min(d1, . . . , dn) and t0 := max

{

τ,− inf
t≥0

{t − σ(t)}

}

. By (6.11), we obtain

J0 < 1, so condition (i) in Theorem 5.3 holds with T = 0, hence the solution x of (2.4) is
bounded.

Lemma 6.1 yields that relation (6.9) is satisfied with v := max

(

‖r‖∞
d0−‖b‖∞

+ ‖z‖∞

1−
‖b‖∞

d0

, 1

)

.

Therefore the boundedness of the solution and (6.12) gives

‖x(t)‖ < v := max

(

‖r‖∞
d0 − ‖b‖∞

+
d0‖z‖∞

d0 − ‖b‖∞
, 1

)

, t ≥ 0.

So (6.4) yields

‖x(t)‖ < max

(

‖r‖∞
d0 − ‖b‖∞

+
d0‖z‖∞

d0 − ‖b‖∞
, 1

)

≤
1

d0 − ‖b‖∞
‖r‖∞ + max

(

d0M‖ψ‖t0

d0 − ‖b‖∞
, 1

)

= γ1‖r‖∞ + γ2, t ≥ 0,

where

γ1 :=
1

d0 − ‖b‖∞
and γ2 := max

(

d0M‖ψ‖t0

d0 − ‖b‖∞
, 1

)

.

Hence the feedback control system (2.4) is BIBO stable.

Proof of Theorem 3.3. Suppose ‖ψ‖t0 ≤ δ1 and ‖r‖∞ ≤ δ2, where δ1 and δ2 will be specified
later. According to (6.4)

‖z‖∞ ≤ M‖ψ‖t0 ≤ Mδ1.

So (6.12) yields

H0 := max
1≤i≤n

sup
t≥0

|hi(t)| ≤ ‖z‖∞ +
‖r‖∞
d0

≤ Mδ1 +
δ2

d0

.

Relation (6.11) implies J0 < 1. If the positive constants δ1 and δ2 are selected so that

Mδ1 +
δ2

d0

≤
p − 1

p

(

1

p

) 1

p−1

,
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and

δ1 <

(

1

p

) 1

p−1

,

then condition (i) of Theorem 5.5 holds. So

‖x(t)‖ < γ, t ≥ −t0

where

γ :=

(

1

p

) 1

p−1

.

Hence by Definition 2.2 the solution of the control system (2.4) is locally BIBO stable.

References
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