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#### Abstract

We consider a class of linear delay difference equations with perturbed time lags and present conditions which guarantee that the asymptotic stability of the trivial solution of the equation at hand is preserved under these perturbations. As an application of this perturbation result, we give sufficient conditions for asymptotic stability of scalar linear delay difference equations.


## 1. Introduction

In this paper we study the effects of perturbations of time delays on the stability of a class of linear delay difference systems. Our goal is to obtain a "practical" condition, i.e., a norm bound on the perturbations corresponding to the particular system under consideration, which guarantees the preservation of asymptotic stability under per-
turbations. It turns out that such condition can be formulated using the infinite sum of the fundamental solution of the unperturbed system (see Theorem 2.3 below). Since asymptotic stability of the unperturbed system implies that the components of its fundamental solution go to zero exponentially at infinity, it is possible to get "good" numerical estimates of the infinite sum, and consequently obtain norm bounds on the allowable perturbations.

We present our main results in Section 2, and in Section 3 we consider numerical examples. In Section 4, as an application of our perturbation result, we obtain sufficient conditions for asymptotic stability of scalar linear delay difference equations.

To conclude this section we note, that perturbation related issues for delay differential equations, and in particular, delay perturbations, have been studied by many authors. We refer the interested reader to [3], [4], [9], [10], [15] and the references therein for related articles, and also for [5], which contains the continuous counterpart of the results of this paper.

## 2. Main Results

First we introduce some notations used throughout this paper. $\mathbb{N}$, $\mathbb{Z}$ and $\mathbb{R}$ denotes the set of nonnegative integers, integers, and real numbers, respectively. For a sequence, $x(n)$, the forwarded difference is denoted by $\Delta x(n) \equiv x(n+1)-x(n)$. For future convenience, we define the ${ }^{\sim}$ operation on vectors and on matrices, which means taking the absolute value of the vector or matrix componentwise, i.e., if $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T}$, then by definition $\tilde{x} \equiv\left(\left|x_{1}\right|,\left|x_{2}\right|, \ldots,\left|x_{n}\right|\right)^{T}$, and similarly if $A=\left(a_{i j}\right)_{n \times n}$, then $\tilde{A} \equiv\left(\left|a_{i j}\right|\right)_{n \times n}$. The relation $\leq$ between vectors means a componentwise comparison, i.e., $\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T} \leq$ $\left(y_{1}, y_{2}, \ldots, y_{n}\right)^{T}$ if for all the components $x_{i} \leq y_{i}$.

Consider the delay difference equation

$$
\begin{equation*}
\Delta x(n)=\sum_{i=0}^{m} A_{i} x\left(n-k_{i}-\eta_{i}(n)\right), \quad n \in \mathbb{N} \tag{2.1}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
x(n)=\varphi(n), \quad n=-n_{0},-n_{0}+1, \ldots, 0, \tag{2.2}
\end{equation*}
$$

where $A_{i}(i=0, \ldots, m)$ denote constant $N \times N$ matrices, $0=k_{0} \leq$ $k_{1} \leq \ldots \leq k_{m}, \varphi:\left[-n_{0}, 0\right] \cap \mathbb{Z} \rightarrow \mathbb{R}^{N}$ is a given function, and we shall assume that the delay perturbations, $\eta_{i}(\cdot): \mathbb{N} \rightarrow \mathbb{Z}(i=0, \ldots, m)$, satisfy

$$
\begin{equation*}
n-n_{0} \leq n-k_{i}-\eta_{i}(n) \leq n \quad \text { for } \quad n \in \mathbb{N} \quad(i=0, \ldots, m) \tag{2.3}
\end{equation*}
$$

Under our assumptions initial value problem (2.1)-(2.2) is a delay difference equation and has a unique solution.

We consider the corresponding unperturbed system with constant delays, i.e.,

$$
\begin{equation*}
\Delta y(n)=\sum_{i=0}^{m} A_{i} y\left(n-k_{i}\right), \quad n \in \mathbb{N}, \tag{2.4}
\end{equation*}
$$

and we assume that
$(\mathrm{H})$ the trivial $(y(n)=0)$ solution of $(2.4)$ is asymptotically stable.
For a fixed $T \in \mathbb{N}$ the fundamental matrix solution of $(2.4), V(n)$, is defined as the solution of the following system

$$
\begin{equation*}
\Delta V(n)=\sum_{i=0}^{m} A_{i} V\left(n-k_{i}\right), \quad n \in \mathbb{N}, \quad n \geq T \tag{2.5}
\end{equation*}
$$

and

$$
V(n)= \begin{cases}I, & n=T  \tag{2.6}\\ 0, & n<T\end{cases}
$$

where $I, 0 \in \mathbb{R}^{n \times n}$ are the identity and the zero matrix, respectively.
Remark 2.1 To emphasize the dependence of $V(\cdot)$ on $T$ we use the notation $V(n ; T)$. Note that $V(n ; T)=V(n-T ; 0)$ for $t \geq T$ because (2.4) is autonomous, hence (2.6) yields that

$$
\sum_{n=0}^{\infty} V(n ; T)=\sum_{n=0}^{\infty} V(n ; 0)
$$

We can rewrite (2.1) in the form

$$
\begin{equation*}
\Delta x(n)=\sum_{i=0}^{m} A_{i} x\left(n-k_{i}\right)+f(n), \quad n \in \mathbb{N} \tag{2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
f(n) \equiv \sum_{i=0}^{m} A_{i}\left(x\left(n-k_{i}-\eta_{i}(n)\right)-x\left(n-k_{i}\right)\right) . \tag{2.8}
\end{equation*}
$$

In this setting (2.4) can be considered as the homogeneous equation corresponding to (2.7). The variation-of-constants formula (see e.g. in [6]) gives the following expression for the solution of the initial value problem (2.1)-(2.2):

$$
\begin{equation*}
x(n)=y(n)+\sum_{i=T}^{n-1} V(n-i-1) f(i), \quad n \in \mathbb{N}, \quad n \geq T, \tag{2.9}
\end{equation*}
$$

where $T>0$ is an integer number, and $y$ is the solution of (2.4) with initial function $y(n)=x(n)$ for $T-N \leq t \leq T$ and $V(\cdot)=V(\cdot ; T)$ is the fundamental solution of (2.4).

Remark 2.2 Hypothesis (H) implies that there exist constants $0 \leq \lambda<$ 1 and $K>0$ such that $\left|v_{i j}(n)\right| \leq\|V(n)\| \leq K \lambda^{n}$ for $n \geq 0$, (where $\|\cdot\|$ is the matrix norm induced by the vector norm $\left\|\left(x_{1}, x_{2}, \ldots, x_{n}\right)\right\| \equiv$ $\left.\max \left\{\left|x_{1}\right|,\left|x_{2}\right|, \ldots,\left|x_{n}\right|\right\}\right)$, and therefore every element of the matrix $\sum_{n=0}^{\infty} \tilde{V}(n)$ is finite.

The next theorem shows, that if the perturbations of the delays in (2.1) are small enough for large $t$, then the equation remains asymptotically stable.

Theorem 2.3 Assume (H) and that the matrix

$$
\begin{equation*}
M \equiv\left(\sum_{n=0}^{\infty} \tilde{V}(n)\right)\left(\sum_{i=0}^{m} \varlimsup_{n \rightarrow \infty}\left|\eta_{i}(n)\right| \cdot \tilde{A}_{i}\right)\left(\sum_{i=0}^{m} \tilde{A}_{i}\right) \tag{2.10}
\end{equation*}
$$

has spectral radius less than 1, i.e., $\rho(M)<1$. Then the trivial solution of (2.1) is asymptotically stable.

Proof: Since the proof goes analogously to that in the continuous case (see in [5]), here we show only the main steps of the proof.
(i) First, we can show, using (2.8) and (2.1), that for some $T>0$ and $n>T$, the function, $f(n)$, satisfies

$$
\begin{equation*}
\tilde{f}(n) \leq\left(\sum_{i=0}^{m}\left|\eta_{i}(n)\right| \tilde{A}_{i}\right)\left(\sum_{i=0}^{m} \tilde{A}_{i}\right) \max _{0 \leq j \leq n} \tilde{x}(j), \quad n \geq T, \tag{2.11}
\end{equation*}
$$

where we use the notation

$$
\max _{0 \leq j \leq n} \tilde{x}(j) \equiv\left(\max _{0 \leq j \leq n}\left|x_{1}(j)\right|, \max _{0 \leq j \leq n}\left|x_{2}(j)\right|, \ldots, \max _{0 \leq j \leq n}\left|x_{N}(j)\right|\right)^{T} .
$$

(ii) Define the matrix

$$
\begin{equation*}
M_{0} \equiv \sum_{n=0}^{\infty} \tilde{V}(n)\left(\sum_{i=0}^{m} \tilde{A}_{i}\right)^{2} \tag{2.12}
\end{equation*}
$$

(We note, that according to Remark 2.1, matrices $M$ and $M_{0}$ are independent of the choice of $T$.) It is easy to see that $\rho(M)<1$ implies that there exists $\delta>0$ such that

$$
\begin{equation*}
\rho\left(M+\delta M_{0}\right)<1 . \tag{2.13}
\end{equation*}
$$

With this $\delta$ we can choose $T$ such that (2.11) holds and furthermore, we have the following relations

$$
\begin{equation*}
\left|\eta_{i}(n)\right|<\varlimsup_{j \rightarrow \infty}\left|\eta_{i}(j)\right|+\delta, \quad n \geq T, \quad i=0, \ldots, m \tag{2.14}
\end{equation*}
$$

Then (2.11) yields the following estimate

$$
\begin{equation*}
\tilde{f}(n) \leq\left(\sum_{i=0}^{m}\left(\overline{\varlimsup_{j \rightarrow \infty}}\left|\eta_{i}(j)\right|+\delta\right) \tilde{A}_{i}\right)\left(\sum_{i=0}^{m} \tilde{A}_{i}\right) \max _{0 \leq j \leq n} \tilde{x}(j), \quad n>T . \tag{2.15}
\end{equation*}
$$

(iii) Next we prove that the solution of (2.1) is bounded for all initial functions. Choose $T>0$ such that (2.15) holds. For such $T$, formula (2.9) and standard estimates yield the inequality

$$
\begin{equation*}
\tilde{x}(n) \leq \tilde{y}(n)+\sum_{i=T}^{n-1} \tilde{V}(n-i-1) \tilde{f}(i), \quad n \geq T \tag{2.16}
\end{equation*}
$$

From this inequality, using the definition of $M$ and $M_{0}$, and estimate (2.15), we can derive that

$$
\begin{equation*}
\max _{0 \leq j \leq n} \tilde{x}(j) \leq \max _{0 \leq j \leq n} \tilde{y}(j)+\left(M+\delta M_{0}\right) \max _{0 \leq j \leq n} \tilde{x}(j) . \tag{2.17}
\end{equation*}
$$

Rearranging (2.17) and using that $y(n)$ is bounded by hypothesis (H), we have that there exists a constant vector $z \geq 0$ such that

$$
\begin{equation*}
\left(I-\left(M+\delta M_{0}\right)\right) \max _{0 \leq j \leq n} \tilde{x}(j) \leq \max _{0 \leq j \leq n} \tilde{y}(j) \leq z, \quad n \geq T \tag{2.18}
\end{equation*}
$$

Inequality (2.13) and the fact that $M+\delta M_{0}$ has nonnegative components imply that $I-\left(M+\delta M_{0}\right)$ is a nonsingular M-matrix, therefore an application of Theorem 6.2.3 in [1] yields that $I-\left(M+\delta M_{0}\right)$ is a monotone matrix, hence

$$
\max _{0 \leq j \leq n} \tilde{x}(j) \leq\left(I-\left(M+\delta M_{0}\right)\right)^{-1} z, \quad n \geq T
$$

i.e., $x(n)$ is bounded for $n \geq 0$.
(iv) Next we show that $x(n)$ tends to 0 as $n \rightarrow \infty$, i.e., $\varlimsup_{n \rightarrow \infty} \tilde{x}(n)=$ 0 . Using that by step (iii) above we have that $\varlimsup_{n \rightarrow \infty} \tilde{x}(n)$ is finite, and from assumption (H) it follows that $\varlimsup_{n \rightarrow \infty} \tilde{y}(n)=0$, we can show that (2.16) implies

$$
\varlimsup_{n \rightarrow \infty} \tilde{x}(n) \leq M \varlimsup_{n \rightarrow \infty} \tilde{x}(n)
$$

and hence

$$
\begin{equation*}
(I-M) \varlimsup_{n \rightarrow \infty} \tilde{x}(n) \leq 0 \tag{2.19}
\end{equation*}
$$

By assumption $\rho(M)<1, M$ has nonnegative components, and therefore $I-M$ is a nonsingular M-matrix. Using again Theorem 6.2.3 in [1] we get that $I-M$ is monotone, hence (2.19) yields that $\varlimsup_{n \rightarrow \infty} \tilde{x}(n) \leq 0$. On the other hand $\varlimsup_{n \rightarrow \infty} \tilde{x}(n) \geq 0$, therefore $\varlimsup_{n \rightarrow \infty} \tilde{x}(n)=0$. This completes the proof of the theorem.

The following corollary is an easy consequence of the theorem.
Corollary 2.4 Let $M_{0}$ defined by (2.12). If

$$
\varlimsup_{n \rightarrow \infty}\left|\eta_{i}(n)\right|<\frac{1}{\rho\left(M_{0}\right)}, \quad i=0, \ldots, m
$$

then the trivial solution of (2.1) is asymptotically stable.

If the fundamental solution $V(n)$ of (2.4) is nonnegative, (i.e., each component $v_{i j}(n)$ of $V(t)$ is nonnegative and therefore $\left.V(n)=\tilde{V}(n)\right)$, then it is easy to compute the integral in (2.12). In particular, we have the following result.

Proposition 2.5 If the trivial solution of (2.4) is asymptotically stable, then the fundamental solution of (2.4) satisfies

$$
\left(\sum_{i=0}^{m} A_{i}\right) \sum_{n=0}^{\infty} V(n)=-I,
$$

where $I$ is the identity matrix.
Proof: Let $V(t)$ be the fundamental solution of (2.4) corresponding to $T=0$. By summing (2.5) for 0 to $n>0$ we get

$$
V(n+1)-V(0)=\sum_{i=0}^{m} A_{i} \sum_{j=0}^{n} V\left(j-k_{i}\right) .
$$

A change of variables in the integrals and the assumed initial condition $V(n)=0$ for $n<0$ yield

$$
\begin{aligned}
V(n+1)-V(0) & =\sum_{i=0}^{m} A_{i} \sum_{j=-r_{i}}^{n-r_{i}} V(j) \\
& =\sum_{i=0}^{m} A_{i} \sum_{j=0}^{n-r_{i}} V(n) .
\end{aligned}
$$

Using $V(0)=I$ and the fact $V(t) \rightarrow 0$ as $t \rightarrow \infty$ we obtain the equality

$$
-I=\left(\sum_{i=0}^{m} A_{i}\right) \sum_{j=0}^{\infty} V(j)
$$

which proves the proposition.
Remark 2.6 In the case when $V(t)$ is nonnegative, and $\sum_{i=0}^{m} A_{i}$ is nonsingular, Proposition 2.5 implies that

$$
\begin{equation*}
M_{0}=-\left(\sum_{i=0}^{m} A_{i}\right)^{-1}\left(\sum_{i=0}^{m} \tilde{A}_{i}\right)^{2} \tag{2.20}
\end{equation*}
$$

therefore our stability condition in Corollary 2.4 can be evaluated using the coefficient matrices related to the difference equation.

In the rest of this section we state the scalar version of our results. Consider the scalar linear delay difference equation

$$
\begin{equation*}
\Delta x(n)=\sum_{i=0}^{m} a_{i} x\left(n-k_{i}-\eta_{i}(n)\right), \quad n \in \mathbb{N}, \tag{2.21}
\end{equation*}
$$

and the corresponding constant delay difference equation

$$
\begin{equation*}
\Delta y(n)=\sum_{i=0}^{m} a_{i} y\left(n-k_{i}\right), \quad n \in \mathbb{N} \tag{2.22}
\end{equation*}
$$

Let $v(n)$ be the fundamental solution of (2.22), i.e., the solution of (2.22) corresponding to initial condition $v(0)=1$ and $v(n)=0$ for $n<0$. Then the scalar version of Theorem 2.3 can be stated as follows.

Theorem 2.7 Assume that the trivial solution of (2.22) is asymptotically stable. Then if the perturbations, $\eta_{i}$, satisfy

$$
\begin{equation*}
\sum_{i=0}^{m}\left|a_{i}\right| \varlimsup_{n \rightarrow \infty}\left|\eta_{i}(n)\right|<\frac{1}{\sum_{i=0}^{m}\left|a_{i}\right| \sum_{n=0}^{\infty}|v(n)|}, \tag{2.23}
\end{equation*}
$$

then the trivial solution of (2.21) is asymptotically stable.

Theorem 2.7 and Proposition 2.5 have the following corollary.
Corollary 2.8 Assume that the trivial solution of (2.22) is asymptotically stable, and the fundamental solution of (2.22) is nonnegative. Then condition

$$
\sum_{i=0}^{m}\left|a_{i}\right| \varlimsup_{n \rightarrow \infty}\left|\eta_{i}(n)\right|<\frac{-\sum_{i=0}^{m} a_{i}}{\sum_{i=0}^{m}\left|a_{i}\right|} .
$$

implies that the trivial solution of (2.21) is asymptotically stable.

## 3. Examples and Applications

Example 3.1 Consider the scalar delay difference equation

$$
\begin{equation*}
\Delta x(n)=-p x(n-k-\eta(n)), \quad n \in \mathbb{N}, \tag{3.1}
\end{equation*}
$$

TABLE 1.

| $k$ | $m$ |
| ---: | ---: |
| 20 | 100.00 |
| 40 | 99.76 |
| 60 | 78.54 |
| 80 | 53.59 |
| 100 | 34.13 |
| 120 | 19.25 |
| 140 | 7.71 |

TABLE 2.

| $k$ | $m$ |
| ---: | ---: |
| 40 | 15.38 |
| 60 | 15.38 |
| 80 | 15.38 |
| 100 | 13.74 |
| 120 | 8.13 |
| 140 | 3.49 |
| 150 | 1.51 |

and the corresponding unperturbed equation

$$
\begin{equation*}
\Delta y(n)=-p y(n-k), \quad n \in \mathbb{N} \tag{3.2}
\end{equation*}
$$

It is known (see e.g. in [7]), that the trivial solution of (3.2) is asymptotically stable if and only if

$$
\begin{equation*}
0<p<2 \cos \frac{k \pi}{2 k+1} \tag{3.3}
\end{equation*}
$$

It follows from [6], that for $p>0$ the fundamental solution is nonnegative if and only if

$$
\begin{equation*}
p<\frac{k^{k}}{(k+1)^{k+1}} \tag{3.4}
\end{equation*}
$$

Consider a specific case, let $p=0.01$. Then (3.3) and (3.4) yield that the trivial solution of (3.2) is asymptotically stable for $k=0,1, \ldots, 156$, and the corresponding fundamental solution is nonnegative for $k=$ $0,1, \ldots, 36$. By Theorem 2.7 and Corollary 2.8 we have that the trivial solution of (3.1) is asymptotically stable if

$$
\varlimsup_{n \rightarrow \infty}|\eta(n)|<m \equiv \begin{cases}\frac{1}{0.01}, & k \leq 36 \\ \frac{1}{(0.01)^{2} \sum_{n=0}^{\infty}|v(n)|}, & k>36\end{cases}
$$

In Table 1 we present some numerical values of the upper bound, $m$, of the perturbations corresponding to several delays. We can observe, that
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FIGURE 2.
as $k$ increases, i.e., when there is more oscillation in the fundamental solution, $m$ becomes smaller.

Next we examine the infinite sum of the elements of the fundamental solution of (3.2) as a function of $k$. Let $v_{k}(n)$ be the fundamental solution (3.2) corresponding to delay $k$, and define

$$
w(k) \equiv \sum_{n=0}^{\infty}\left|v_{k}(n)\right| .
$$

By Proposition 2.5 we have that $w(k)$ is constant, $w(k)=100$ for $0 \leq k \leq 36$, and we have that $w(k)=\infty$ for $k>156$. Numerical study (see on Figure 1) reveals that $w(k)$ is a monotone increasing function of $k$. Note, that here and later in all figures, the discrete function values are connected to a continuous graph.

Example 3.2 Consider the scalar delay difference equation with two delayed terms

$$
\begin{equation*}
\Delta x(n)=-0.001 x(n)+0.01 x(n-100)-0.015 x(n-k-\eta(n)), \tag{3.5}
\end{equation*}
$$

where, for simplicity, only the second delay is perturbed. By Theorem 2.7 we have that the trivial solution of the equation is asymptotically stable, if

$$
\varlimsup_{n \rightarrow \infty}|\eta(n)|<m \equiv \frac{1}{0.015 \cdot 0.026 \cdot \sum_{n=0}^{\infty}\left|v_{k}(n)\right|}
$$

where $v_{k}(n)$ is the fundamental solution of the corresponding unperturbed equation. Table 2 presents numerical values of $m$ corresponding

to different $k$ values. On Figure 2 we show the fundamental solution of the unperturbed equation with $k=150$. We graph the numerical solution of (3.5) (with initial condition $x(0)=1, x(n)=0$ for $n<0$ ) using perturbation $\eta(n)=15000 / n+1$ on Figure 3, and with $\eta(n)=15000 / n+10$ on Figure 4.

Example 3.3 Consider the two dimensional vector delay difference equation

$$
\begin{equation*}
\Delta x(n)=A_{0} x(n)+A_{1} x(n-100)+A_{2} x(n-140-\eta(n)), \tag{3.6}
\end{equation*}
$$

where

$$
\begin{aligned}
& A_{0}=\left(\begin{array}{rr}
-0.001 & 0.002 \\
0.000 & -0.003
\end{array}\right), \quad A_{1}=\left(\begin{array}{rr}
0.000 & 0.001 \\
0.000 & -0.002
\end{array}\right) \quad \text { and } \\
& A_{2}=\left(\begin{array}{rr}
-0.002 & 0.000 \\
0.002 & 0.000
\end{array}\right)
\end{aligned}
$$

Numerical study shows that the fundamental solution of the corresponding unperturbed equation is nonnegative (see on Figure 5 the components of the fundamental solution). Therefore by Proposition 2.5 we have that

$$
\sum_{n=0}^{\infty} \tilde{V}(n)=-\left(A_{0}+A_{1}+A_{2}\right)^{-1}=\left(\begin{array}{ll}
555.556 & 333.333 \\
222.222 & 333.333
\end{array}\right)
$$

and hence

$$
\begin{aligned}
M & =-\varlimsup_{n \rightarrow \infty}|\eta(n)|\left(A_{0}+A_{1}+A_{2}\right)^{-1} \tilde{A}_{2}\left(\tilde{A}_{0}+\tilde{A}_{1}+\tilde{A}_{2}\right) \\
& =\varlimsup_{n \rightarrow \infty}|\eta(n)|\left(\begin{array}{ll}
0.0053 & 0.0053 \\
0.0033 & 0.0033
\end{array}\right) .
\end{aligned}
$$
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It is easy to see that $\rho(M)<1$ if $\varlimsup_{n \rightarrow \infty}|\eta(n)|<115.385$. On Figure 6 we plot the numerical solution of (3.6) (corresponding to initial values $x(0)=1, x(n)=0, n<0)$ with perturbation $\eta(n)=\frac{20000}{n}+115$.

Example 3.4 Finally, consider the vector delay difference equation

$$
\begin{equation*}
\Delta x(n)=A_{0} x(n)+A_{1} x(n-100)+A_{2} x(n-150-\eta(n)), \quad n \in \mathbb{N} \tag{3.7}
\end{equation*}
$$

with

$$
\begin{aligned}
& A_{0}=\left(\begin{array}{ll}
-0.001 & 0.003 \\
-0.005 & 0.000
\end{array}\right), \quad A_{1}=\left(\begin{array}{ll}
0.007 & -0.004 \\
0.005 & -0.008
\end{array}\right) \quad \text { and } \\
& A_{2}=\left(\begin{array}{cc}
-0.01 & 0.001 \\
0.001 & 0.004
\end{array}\right)
\end{aligned}
$$

By approximating $\sum_{n=0}^{\infty} V(n)$ numerically, and applying Theorem 2.3 we get that if $\varlimsup_{n \rightarrow \infty}|\eta(n)|<7.75$ then the trivial solution of (3.7) is asymptotically stable. Figure 7 shows the components of the fundamental solution of the unperturbed equation, and Figure 8 contains the components of the solution of (3.7) (corresponding to the same initial values) with perturbation $\eta(n)=200$ for $n<1000$ and $\eta(n)=7$ for $n \geq 1000$.
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## 4. Stability Results

In this section, using the perturbation result of Section 2, we obtain sufficient stability conditions for the scalar delay difference equation

$$
\begin{equation*}
\Delta x(n)=-\sum_{i=0}^{m} a_{i} x\left(n-\sigma_{i}(n)\right), \quad n \in \mathbb{N} \tag{4.1}
\end{equation*}
$$

where the delay terms, $\sigma_{i}: \mathbb{N} \rightarrow \mathbb{Z}$, are bounded functions. We can think of $\sigma_{i}(n)$ in (4.1) as perturbations of zero delays, i.e., (4.1) can be considered as a perturbed equation corresponding to the unperturbed equation

$$
\begin{equation*}
\Delta y(n)=-\left(\sum_{i=0}^{m} a_{i}\right) y(n), \quad n \in \mathbb{N} \tag{4.2}
\end{equation*}
$$

We would like to apply Theorem 2.7, and in fact, Corollary 2.8 (in order to use condition which can be checked easily), therefore we need to guarantee that the trivial solution of (4.2) is asymptotically stable, and the fundamental solution, $v(n)$, of (4.2) is nonnegative. It is easy to check, that the inequality $0<\left(\sum_{i=0}^{m} a_{i}\right)<1$ implies both properties. Therefore by Corollay 2.8 the following result follows immediately.

Proposition 4.1 Assume that
(i) $0<\sum_{i=0}^{m} a_{i}<1$, and
(ii) $\sum_{i=0}^{m}\left|a_{i}\right| \varlimsup_{n \rightarrow \infty}\left|\sigma_{i}(n)\right|<\frac{\sum_{i=0}^{m} a_{i}}{\sum_{i=0}^{m}\left|a_{i}\right|}$.

Then the trivial solution of (4.1) is asymptotically stable.

Note, that in condition (ii) of the previous proposition the right hand side of the inequality is always less or equal to 1 , and equal to 1 if and only if each $a_{i}$ is positive.

In the rest of this section we assume that $a_{i}>0$ for $i=0,1, \ldots, m$. In this special case we shall improve condition (ii). Rewrite (4.1) in the form

$$
\begin{equation*}
\Delta x(n)=-\sum_{i=0}^{m} a_{i} x\left(n-k-\left(\sigma_{i}(n)-k\right)\right), \tag{4.3}
\end{equation*}
$$

where $k$ is a positive integer, and consider

$$
\begin{equation*}
\Delta y(n)=-\left(\sum_{i=0}^{m} a_{i}\right) y(n-k), \quad n \in \mathbb{N} \tag{4.4}
\end{equation*}
$$

Then, again, (4.3), and hence (4.1) can be considered as an equation obtained by perturbing the constant delays of (4.4) by $\sigma_{i}(n)-k$. As before, if the trivial solution of (4.4) is asymptotically stable, and the fundamental solution of (4.4) is positive, then by applying Corollary 2.8, we can obtain a sufficient condition for the asymptotic stability of the trivial solution of (4.1). It is known (see [6]), that the inequality

$$
0<\sum_{i=0}^{m} a_{i}<\frac{k^{k}}{(k+1)^{k+1}},
$$

or equivalently,

$$
\begin{equation*}
0<k \sum_{i=0}^{m} a_{i}<\frac{k^{k+1}}{(k+1)^{k+1}} \tag{4.5}
\end{equation*}
$$

yields both properties. To further simplify condition (4.5), using that the sequence $k^{k+1} /(k+1)^{k+1}$ is monotone increasing, and hence

$$
\frac{1}{4} \leq \frac{k^{k+1}}{(k+1)^{k+1}}, \quad k=1,2, \ldots
$$

we get that if we can select $k$ such that

$$
\begin{equation*}
0<k \sum_{i=0}^{m} a_{i} \leq \frac{1}{4}, \tag{4.6}
\end{equation*}
$$

then the trivial solution of (4.4) is asymptotically stable, and the fundamental solution of (4.4) is nonnegative. (Note, that the equality for $k=1$ does not follow from the previous argument, but can easily be proved directly.) Therefore, by Corollay 2.8, if in addition to (4.6)

$$
\begin{equation*}
\sum_{i=0}^{m} a_{i} \varlimsup_{n \rightarrow \infty}\left|\sigma_{i}(n)-k\right|<1 \tag{4.7}
\end{equation*}
$$

holds, then the trivial solution of (4.1) is asymptotically stable.
In two special cases, when all delays are "small", or all delays are "large", we can obtain explicit conditions.

Case 1: Assume that there exists a $T \in \mathbb{N}$ such that $\sigma_{i}(n) \leq \frac{1}{4 \sum_{j=0}^{m} a_{j}}$ for $n>T$ and all $i=0,1, \ldots, m$.

In this case select $k=\left[1 /\left(4 \sum_{i=0}^{m} a_{i}\right)\right]$. With this choice of $k$, the following elementary estimates

$$
\begin{aligned}
\sum_{i=0}^{m} a_{i} \varlimsup_{n \rightarrow \infty}\left|\sigma_{i}(n)-k\right| & =\left[\frac{1}{4 \sum_{i=0}^{m} a_{i}}\right] \sum_{i=0}^{m} a_{i}-\sum_{i=0}^{m} a_{i} \underline{\lim }_{n \rightarrow \infty} \sigma_{i}(n) \\
& \leq \frac{1}{4}-\sum_{i=0}^{m} a_{i} \underline{\lim _{n \rightarrow \infty}} \sigma_{i}(n) \\
& <1
\end{aligned}
$$

show that (4.7) is always satisfied.
Case 2: Assume that there exist constants $T \in \mathbb{N}$ and $0<\alpha \leq 1$ such that $\sigma_{i}(n) \geq \frac{\alpha}{4 \sum_{j=0}^{m} a_{j}}$ for $n>T$ and all $i=0,1, \ldots, m$, and $k \equiv \frac{\alpha}{4 \sum_{i=0}^{m} a_{i}}$ is an integer. In this case we have that

$$
\sum_{i=0}^{m} a_{i} \varlimsup_{n \rightarrow \infty}\left|\sigma_{i}(n)-k\right|=\sum_{i=0}^{m} a_{i} \varlimsup_{n \rightarrow \infty} \sigma_{i}(n)-\frac{\alpha}{4}
$$

We have proved the following result.
Proposition 4.2 Assume that $a_{i}>0$ for $i=0,1, \ldots, m$. Then either one of the following two conditions implies the asymptotic stability of the trivial solution of (4.1).
(i) There exists $T>0$ such that $\sigma_{i}(n) \leq \frac{1}{4 \sum_{j=0}^{m} a_{j}}$ for $n>T$ and $i=0,1, \ldots, m$,
(ii) There exists $T>0$ and $0 \leq \alpha \leq 1$ such that $\sigma_{i}(n) \geq \frac{\alpha}{4 \sum_{j=0}^{\mu} a_{j}}$ for $n>T$ and all $i=0,1, \ldots, m$, and

$$
\sum_{i=0}^{m} a_{i} \varlimsup_{n \rightarrow \infty} \sigma_{i}(n)<1+\frac{\alpha}{4}
$$

Propositions 4.1 and 4.2 generalize the stability condition of [2], where it was shown, that the trivial solution of (4.1) is asymptotically stable, provided that the delays are constant, the coefficients of the equation are positive, and $\sum_{i=0}^{m} a_{i} \sigma_{i}<1$. Note, that similar type of stability conditions was investigated for delay differential equations by several authors. We refer to [8], [11], [12], [13], [14], and [7] and the references therein for results in this topic in the continuous, and discrete case as well.
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